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AT 1. INTRODUCTION
fﬁﬁ: ~Traditionally, quality control charts have been designed with re-
.‘|
e
f":; spect to statistical criteria only, and the control methodology is based
L) . . .
;EY on the independence and normality of serial samples. At first the pro-
Lty
:“5' duction process is assumed to be characterized by a single in-control

l
?&. state. For example, if the process has one measurable quality character-
43,0
‘kﬁ istic, then the in-control state will correspond to the mean of this

;g& quality characteristic when no assignable cause is present. . ~

M'.‘:\’ ” Tp N ae R Ll}’ .A'
! Now we consider the model: R FA

F P Cs - : . e
LM &

] =
L X Xt u+ E¢ _ (1.7)

-t

-3 where u is a constant, £t is an error and Xt is t-th observation. It is

e
j{’ of interest to select the sample size, statistical characteristic of £t
f;_- and control limits so that the power of the test to detect a particular

l&z shift in the quality characteristic and the type I error probability are

e
Jnf' equal to specified values. Usually, Ep> t=1,2,... is considered to
;) be independently normally distributed with zero mean and common variance
-.\‘
,igj oz, where 02 is known or unknown. In this case, consideration of statis-

e 4
;;f tical criteria and practical experience have led to general guidelines

} for the design of control charts resulting in widespread use of samples L I
gy '
-353 of size 5, three-sigma control limits, and a sampling frequency of one
‘}JS hour for the X-chart (see Duncan [3]). In the sequel, we set AL LT
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. cwreo+ . e, o e ~umter of samples, Hereafter we use X

. Tmen tre erergl 3: quantity control limits on
» | I o
n T, A= (1.2)
N
R A N T (1.3)
: Z

I . T etr tes tse it~ tyrt dpgvation 1S known or estimated.

. 1 ~ l*mits on the standard deviation are
'31.82)—‘| ‘ (]'4)
- -,: T 83.54)§. (1.5)
vhetmeo “n «rcwn or estimated, where
o,
w . ?r
Do (1.6)
5
. . ; . cg\,]/z. (1.7)
=/
) 3, = C, + 30, (1.8)
, 3C3
? . . 84 = ] + c . (].9)
2
p . : ‘vt 4,4, 8,-8, are tabulated in the
"
i
r
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e literature (see Grant [4]). The process will be considered under con-
N trol if the estimate of the mean and the estimate of the standard de-

'~\‘
R j§ viation of the process remain within prescribed control limits above.
&J) In practice, a number of data sets in economics, business, engineerina
ﬁ?} and the natural science often are present in the form of time series.
;;ﬁ : In other words, the observations are dependent, i.e., gt's of model (1.1)
B

W are not white noise; for example, {gt, t=0,1,...} is an autoregressive
AR moving average (ARMA) with order (p,q). So the problem is how to deter-
':"-\1

oS mine 3o control limits. Stamboulis [7] studied AR(1) with parameter a.
O

'?: Vasilopoulos [8] extended Stambouli's results to ARMA(p,q) model. Vas-
g:;: ilopoulos and Stamboulis [9] together investigated the case AR(2) =
L) “"\
E:;: ARMA(2,0). It is different from classical control factors. How diff-
AR
bl erent it is depends on the stochastic properties of the process. Since
i
‘:?: the method is similar, we only discuss AR(2).
SN
. t‘“ )
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2. CONTROL CHART ON THE SECOND ORDER AUTOREGRESSIVE MODEL

In model (1.1), assume £y is an AR(2) model, that is

B = oqfey Yot T e (2.1)

where {et} is a white noise series with Eet = 0 and V(et) = 05’ oy and
a, are constants. For stationarity of AR(2), it is necessary that the

roots of the characteristic equation of the AR(2) process

5(B) = 1 - aB - asz = 0 (2.2)

must lie outside the unit circle, which is equivalent to the alpha co-
efficients being in the triangular region:

ay + @y < 1, ay = ap < 1, -1 < a, < 1

(see Box and Jenkins [2]). The variance of the AR(2) process is given

by )
1-a, o
2 . 2\ e . (2.3)

Suppose i k=0, %1, ..., are the autocovariance functions of the
AR(2) process, then 02 and the variance o%.of the sample mean X are

given in terms of Yk by

02 = g (2.4)
2 1 nal oo
o = [Y0+2t§] (1-2)v, ] (2.5)

In order to evaluate the cpntro] limits for X, we need to
evaluate o% . This can be accomplished by (2.3)-(2.5) if ays Ay and

05 are known. Therefore,if the process variance 02 is known, the control

-
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1imits of the model described by (1.1) and (2.1) is modified to

X + Aoy sapn)o (2.6)
where
A(a.l,az,n) = A]/z(a],az,n)-%ﬁ, (2.7)
n-1 t
)\(u-l ,az,n) = ]+2tZ](] -r_f)bt’ (2.8)
b, = v4/7q- (2.9)

The expression of A(a],az,n) is based on the expression of o% .

In order to construct the x-chart when the standard deviation is
unknown, we must evaluate the auxiliary parameter Cz(“1’“2’“) first,
which is also needed to construct control limits of the standard devia-

tion. Since 52/E52 is distributed as xﬁ, we get

r(z) , Nl 172
E(S) = Cylagsaganlo = [2 T (1 - 5 tz]u-ﬁ)bt) o (2.10)

Hence,
1/2
Cylagsapon) = Cye (1- zu-- N (2.11)

To obtain an approximate expression for E(S), we use this ex-

pression of E(S):

~ 2 FZ 2r(3)
S) = - __Var 5™} _ _/ES . 2\l . 2.12
£(s) = A7 = s9( st BT {Zn 3 (@)} (2.12)

In general, the last term of (2.12) is smaller than the first term.

For example, let n = 5. Then the last term of (2.11) is 0.002144-/652,

~ ! OUSUA 3 CANN] N
G s.;:;u ,a,,.;‘.‘n fA. ;',o. IRRRE R I ,'u- ,.,t'l.s RO RN e .nh,o.b.s'lﬁtu. RS ¥¥ hghth "-';:0‘ EhaR O
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S, so we can omit this term and get the approximate formula:

Ve 2
250 E(s) = JEs2(1- YarS” Y 2.13
2 (s) ( v )2> (2.13)

f) The expected value and variance of 52 can be obtained by

. )\(a 1Y 9n)
.7: E52 = Y0< - ———-—-—] 2 ) (2.]4)

and

<Y
.'f .

o
J‘

o
<
[«1]
-~
P
w
N
f
"
Nl"‘
HEe~13

s

'J"_-t" Py

.l

Tutvel el

4 O
-5 1 1 Yoo Ypono (2.15)
n3 451 =1 YZ1 bor ity

4 'L-.;v‘
) D

1? But, from the expression of Var(SZ), the complexity of (2.13) is not
S better than (2.10).

My By replacing A](a],az,n), C3(a],a2,n), Bi(a1,a2,n) for A, C3 and

s Bi’ i=1,2,3,4 of (1.3) and (1.6)-(1.8), respectively, the modifica-
g tion of control chart limits in an AR(2) model is obtained.

The substantial ranges in the values of A(a],az,n) and Cz(a],az,n)

greatly affect the control factors. Vasilopoulos and Stamboulis [9]

*52 gave an example to illustrate this result.
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}”ﬁﬁ 3. CONTROL CHARTS IN MULTIVARIATE CASE

T . . . .
b Now we consider multivariate case. The model in this case is
:;:-:‘.
i femu* g (3.1)
BN
)
A
33& where y is a mx1 constant vector, {Et, t=1,2,...}is a m-dimensional
.‘_\.__
?ﬁx stationary process with zero mean vector. Set

-
Ay
0 (] _ ] n ] n _

= — = — - - '

w Bom L Sopy LOy-Dg-0
Rl = i=1
S -
e where the prime means transpose of a matrix (or vector). Let x be the
Vo ~
X global mean over several subgroups of size n, and S be the pooled sample
J‘_«’:
i covariance. It is well-known that if {gt}, t=1,2,... is a series con-
Pv e, _
o sisting of white noise with distribution N (g,A), the X-control chart
{ _‘ has been studied by many authors (for example, Ghare and Torgrersen,
Heny _ 1
:ﬁ}} Jackson and et al). From the facts that (x-u)'(%ﬂ) ](x- u) and
N o LT
"?3? (ET-E)’(%S)'](EU-E) are distributed as xﬁ and Hotelling Tz-statistics

O

respectively, we can construct the quality control region on x based on

ey
VS

R

A is known or unknown. When A is known, the control region is

2
AL
o A

D= (X n(X-X)"1(X-%) < xlla)). (3.2)

o~

o

] This is an elliptical region. When A is unknown, the control

Lo region is

" D= &% B0 3T (F-) < Fy (o)) (3.3)

3 But in practice, {at} is not generally a white noise series. When
(g} is serially dependent and described by p-dimensional ARMA(p,q)

) model, the control region of mean vector will be modified. For simplicity,

o

e, GO0 RS Y ) o> 2 WA P 0 I LR A0 TN ST s fo o ) AR e v,
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.'\.
's we will discuss p-dimensional AR(P) model. Let

oL -
L Xp =8+ & (3.4)
W
2

':..) Ep T ByEpy s P BEL ot e (3.5)
k"
}:’;: where B., i=1,...,p, are mxm matrices and g, @ white noise series with
o
f.i distribution Nm(g,z), £ > 0, Furthermore,we can also generalize (3.5) to
Py the following form:

2

ool =
i:;: gt B1§t—1 + LR + Bpgt_p + AEtQ (306)
.“4‘ ’

._\,j where A: mxr, L Nr(g,z) such that AtA' > 0. The model described by
"ﬁ (3.5) and (3.6) is often met. For example, in the production of synthe-
F“-};’

tic fiber the tensile strength X3 and diameter Xo may be equally impor-
{

e tant quality characteristics. Their flucuations mainly result from mois-
\,5_2 ture, then, in proper productive process, (x1,x2)' may be described by
Y]

s .
‘ (3.5) and (3.6). Here we only discuss the model (3.5) because the method
P treating model (3.6) is the same as (3.5).

_.;:; It is well-known that the necessary condition that the AR(P) model
oy
;, (3.5) is stationary is all the roots of determinant of (\P1 - ApJB1 -
n_-.-

" A, 2 E(x, -p)(x,, -u)',

o RIS RS C RS-

L}

R then, there also exist "multivariate Yule Walker" equation:

,f::

ey Ay =B.A, + ... +B A +1I, 3.7
;i' 0 1™ pp (3.7)
i

e A = ByAp § *+ BoA o * ...+BpAkp k> 1, (3.8)
$‘

2

A9 A== Ao (3.9)

R
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: Hence, if Bi’ i=1,...,P, and £ are identified from data, then all
. Ak’ k=0,1, ..., can be calculated from (3.7)-(3.9). Furthermore, the

covariance matrix of g can be obtained:

A.)_(.=]F(A + 2 S+l )) . (3.10)

where Ay is the covariance matrix of X¢e

Since (x-y)" A—](x- u) is a x% distribution with degrees of freedom m,

P 2

we can get the control region of mean vector within an elliptical region:

R

e

¥
x

D= {X: (X-%) "1 (X-53) < x2(a)}. (3.11)
X — m

Notice that if g, =¢, in (3.5), i.e., our process is classical,

PR P
e e

A 'ARY &
".'.".'.'.'-

then the control region described by (3.11) is the same as the one de-

l.~." a3

scribed by (3.2). When p # 0, these elliptical regions described by

AL SR o B
.

(3.2) and (3.11) are different from the lengths and directions of their

& 2
s

v Tl

major axes.
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